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Abstract 

 
Our work addresses the issues associated with usage of the semantic features by Bag of Words 
model, which requires construction of the dictionary. Extracting the relevant features and 
clustering them into code book or dictionary is computationally intensive and requires large 
storage area. Hence we propose to use a simple distribution of multiple shape based features, 
which is a mixture of gradients, radius and slope angles requiring very less computational cost 
and storage requirements but can serve as an equivalent image representative. The 
experimental work conducted on PASCAL VOC 2007 dataset exhibits marginally closer 
performance in terms of accuracy with the Bag of Word model using Self Organizing Map for 
clustering and very significant computational gain. 
 
 
Keywords: Bag of Words Model, Image Classification, PASCAL VOC, Self Organizing 
Map, Gradients. 
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1. Introduction 

In the digital era, tons of data are available free for access for everyone. Whenever we search 
for information in the Internet, huge volumes of data are retrieved where most of the data 
obtained are irrelevant to our search. So for the past three decades, tremendous research is 
going on for providing highly relevant information to the users.  

In the Image processing domain, image classification and retrieval have many significant 
applications like remote sensing, robot navigation, intelligent transportation systems. The 
power of the image processing system depends upon the spectral and spatial components 
extracted from the image data, the algorithm used for classification, the timeframe required for 
completing the task and where it is applied. Considering all these factors instantaneously, 
designing an efficient image classification system is still a greatly challenging task. 

Our human vision system has a good discriminating power and also has the support of the 
powerful nervous system which can spontaneously learn new things. Also our brain can store 
uncountable details in suitable form such that any information needed is retrieved within a 
fraction of a second. Thus it can easily classify different categories of images under variations 
of scale, orientation and illumination changes. An efficient machine vision system should try 
to imitate the human discrimination power for categorizing images. 

For any image analysis purpose, the feature extraction is the crucial part. Many features 
based on color, shape and textures were reported in the literature. Thomas Deselaers et.al [1] 
gave a quantitative comparison of the image features for the retrieval. They explored many 
features including color, Gabor based texture features for applying on the Corel dataset. The 
texture features were used for image classification [2] and pixel classification leading to image 
segmentation [3]. 

Invariant features were helpful to analyze the images though the image under consideration 
are subjected to rotation and scale. Some of the work related to invariant features include 
Object Recognition from Local Scale-Invariant Features Transform (SIFT) by David G. Lowe 
[4], Texture classification with combined rotation and scale invariant wavelet features by 
Muneeswaran et.al [5].   Out of many invariant features reported in the literature, SIFT 
features were found most attractive for many researchers to proceed for further work. 

Also human vision system classifies images by primarily looking at the color and shape 
structure of the object contained in it. In the proposed work we have the combination of 
features based on distribution of shape features which produce a signature holding edge details 
and its attributes. The rest of the paper is arranged as follows: section 2 discusses the related 
works in the literature, section 3 gives the proposed image classification system and its 
implementation, section 4 highlights the results and discussion  

2. Related Work 
Many works were reported in the literature on image classification and retrieval based on 
keywords. Afterwards researchers focused on Content Based Image Retrieval. However all the 
methods are used for syntax based image classification/retrieval. However, over the time there 
was a need for the retrieval based on semantics. Hence the model of word based classification 
of documents was considered by the researchers. Li Fei-Fei [6] proposed a Bayesian 
Hierarchical Model for learning the natural scenes. They introduced the concept of visual 
word and collection of visual words as code book to represent the set of images. Learning the 
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similar parts (region) across multiple images and abstracting them into visual words led to 
important paradigm shift in image analysis.   

Pierre et.al [7] modeled the image as distribution of the visual words for image 
classification. Also they addressed the issues associated with the spatial relationship between 
key points and elimination of noisy words. Bag of features was also used by Hervé Jégou et.al 
[8] for describing the image. Each descriptor of the image is projected to a matrix obtained by 
the QR factorization of a random matrix to get the reduced dimension in the feature space.  
Each descriptor in the image is matched with a dictionary word and a binary encoding is done 
for the descriptor with the reduced dimension. The resulting binary vector for each descriptor 
is used to construct the term frequency for matching dictionary word in contrast to other 
descriptors in the image. Both computation time and storage requirement are very high. The 
experiments were conducted on Holidays, Oxford5k and University of Kentucky object 
recognition benchmark datasets. A survey of Bag of Features (BoF) was outlined by Stephen 
O’hara et.al [9] and they reported the techniques that mitigate quantization errors, improve 
feature detection, and speed up image retrieval. It provided a rich literature on the various 
techniques for constructing the BoF model. They also pointed out some of the important 
challenges of BoF model such as lack of spatial information and missing semantics. Also 
Veronika Cheplygina et al [10] gave a detailed survey of the different learning scenarios, 
which specify the methods for encoding the spatial relationship between the features. 

The concept of Bag of Words, where the dictionary was created with the SIFT features by 
quantizing them using Over complete sparse coding was proposed by Chong Wang and Kaiqi 
Huang [11]. For the image representation, max pooling and average pooling were used and the 
experiments were conducted on the datasets such as Caltech 101, Caltech 256, Pascal VOC 
2007 and ImageNet. Support Vector Machine was used to classify the images and the 
experiment was conducted for varying dictionary size. However no mention was there about 
the time taken to build the dictionary. But these Bag of Words model represent the local 
features of the image whereas they could not express the spatial relation between the local 
features. This was taken into consideration by Fernanda B.Silva et.al [12] who considered not 
only Bag of Visual Words but also the spatial relationship among the visual words in the form 
of visual graph.  Dense SIFT features and k-means clustering were used to build the dictionary.  
The additional spatial information yielded improved results compared to normal Bag of Words 
and the experiments were conducted with Caltech-101 and Caltech-256 datasets. Scene 
categorization based contextual visual words was proposed by Jianzhao Qin et.al [13] where 
the contextual information surrounding the regions of interest is added to identify the 
appropriate visual word. The experiments were conducted on dataset with 8, 13 and 15 scene 
categories, respectively. They extracted SIFT features at different scales to make the context 
awareness.  Bag of Local Binary Patterns from Three Orthogonal Planes were used to detect 
anomaly events in the visual scenes by Jingxin Xu [14]. Spatial Temporal patches are selected 
and subjected to LDA classifier to identify the region of interest, from which the visual texture 
features are extracted to construct the Bag of word patterns. 

Avila et.al [15] proposed the pooling of descriptors towards the codeword. Instead of scalar 
value of the count of descriptors as used by the many researchers, they described a distance 
histogram at each codeword. This histogram of many bins if converted into one bin represents 
the traditional signature. However the distance histogram at each code word represents the 
consistent generalization of Bag of words pooling. They have applied these techniques to 
classify the videos into pornography and non-pornography. Rahat Khan et al [16] improved 
the performance of Bag of Visual Words model by augmenting spatial information between 
visual words.  Also they introduced soft pair wise voting scheme for distance computation.  
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They conducted experiments on challenging data sets such as MSRC-2, 15Scene, Caltech101, 
Caltech256 and Pascal VOC 2007. 

Bharath Ramesh et al [17] classified shapes having scale and rotation variations using Bag 
of Words model with the log polar transform features. Spatial co-occurence matrices were 
constructed and bi-grams are selected to represent the spatial information efficiently. They 
used a special metric called weighted gain ratio for identifying the suitable dictionary size. 
They tested and proved their work on animal shapes dataset. Bag of Features model is used not 
only for image processing, but also used for text processing. In text processing, E. Khalifa et al 
[18] extracted grapheme features from handwritten documents. From these random grapheme 
features, they constructed multiple code book vectors. They also employed spectral regression 
for dimensionality reduction. They claim that their work performs better in matching a 
handwritten document with its author.  

Lingxi Xie et al [19] used the bag of features model and slightly modified the pooling and 
normalization. After code book construction two types of quantization can be carried out: hard 
and soft quantization. They applied soft quantization where each descriptor is mapped as a 
sparse vector which denotes some of the closer visual words. Special pooling technique was 
made for constructing a better group of spatial bins. Their approach was tested for three major 
applications of image classification - scene recognition, general object recognition, and 
fine-grained object recognition with many ground truth datasets. Efficient Code book 
generation can be done by applying various nature inspired optimization algorithms [20-26]. 
All these works indicate the significance of Bag of Words model which has challenges such as 
lack of spatial information, high computation cost and large storage requirement. In our 
proposed work, some of the challenges such as high computations time, construction of the 
appropriate code words are addressed. 

3. Proposed Work 
In the semantic based image retrieval the image is represented by the visual word distribution. 
The visual word is mainly characterized by the interest points which are to be invariant 
features. SIFT features [4] are one of the dominant visual features used to construct the Bag of 
Visual Words model. From the SIFT features, the dictionary/code book creation is done using 
clustering techniques. Also the dictionary creation and bag of words formation is highly 
computational intensive. Hence to represent the shape of the objects, we have to use the edges 
in the form of gradient information (K), radius (R), and its orientation (B). Fig. 1 shows the 
image classification system using multiple dictionary of SIFT features whereas Fig. 2 shows 
our proposed image classification system using distribution of multiple shape features. 
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Fig. 1. Classification using single / multiple dictionary of SIFT features   

 

Fig. 2. Classification using using KRB features 

Notations Used  
N - Number of training images 
IR - Set of training images  { }R

N
R
i

RR
i IIII ...,..., 2  

Iq - Query image 
FS - Sift features of all images 
FS

j - Sift features for images in jthcategory 
FKRB - KRB features 
D - Single Dictionary of all training images 
Dj - Multiple Dictionary for jth category images 
FVR

i,j - jth category signature of training Image i 
FVq,j - jth category signature of query Image  
L  - Image labels of training images {L1, Li, ..LN} 
Lq  - Classified label of query image 
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3.1 Feature Extraction 

     For each image in the training set R
iI in RI , SIFT features are extracted and combined to 

give SF .  Each SIFT key point is 128 dimensional feature vector. The number of SIFT key 
points for each image is not uniform. The large number of resulting SIFT features are clustered 
to form code book. Clustering very large number of SIFT key points will lead to intolerable 
computational overhead. Hence the proposed work shows the alternate way of representing 
the shape of the object. Hence KRB features are extracted where K denotes the distribution of 
image gradients, R denotes the distribution of radius and B denotes the distribution of radii 
angle.  
 

Fig. 3 shows an arbitrary shaped object. Initially the image gradients along the horizontal 
and vertical direction are computed for each pixel as Gx and Gy. The magnitude (Mag) of 
gradients and angle of orientation   are calculated as in (1): 
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The gradients determine the edges of the image which also includes many noisy pixels 
along with the edge pixels. Noise is eliminated by using the simplest technique called 
thresholding. The filtered edge pixels contribute highly to describe the shape / contour of the 
object of interest. A centroid (xc, yc) around the edges of the object is found. From each 
boundary point (xe,ye) of the object,  radii (r) to the centroid is computed. Since the edge 
points can be present to the left and right of the centroid, the direction of the edge pixel is 
indicated by representing the radii as a signed number. Hence the radius and sign of the radius 
are represented as in (2) and (3) : 
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where cy and ey are the y co-ordinates of the centroid and the edge pixel 
respectively. 
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Fig. 3. Arbitrary shape Representation 
 

The radial line makes an angle incident on the boundary of the object, which is considered 
as another feature representing the orientation of the object denoted as β  and computed as in 
(4): 
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These resulting features from the object such as gradient orientation (θ ), radii (r) and 

object orientation (β ) are made use for the construction of the feature vector of the object and 
in turn the image feature.  

3.2 Dictionary Formation 
Out of the features extracted, varying and large number of SIFT features are extracted from 

each image. A visual word under the context of SIFT features is the cluster center of group of 
SIFT features. Hence a Bag of Visual Words (BoVW) are formed from the extracted SIFT 
features. The BoVW is also called the dictionary (D) or Code Book (CB) resulting from the 
images under consideration. The process of constructing the CB involves the SIFT features 
extraction for the entire set of images used to build knowledge model of the proposed system 
and clustering them. Most of the existing works use KMeans clustering for forming the 
dictionary. But KMeans clustering technique updates the weights of the cluster centers alone 
and is highly sensitive to noise. Also in order to have better clustering, each cluster requires to 
have relatively equal number of observations. Hence alternate clustering process such as 
Kohenen Self Organizing Map [27] SOM is used for the clustering. 

SOM is a neural network which not only updates the weight of the cluster centers (winning 
node) but also updates the weights of the neighboring nodes of the winning node thereby SOM 
explores the state space in a better way compared to KMeans clustering, which is also an 
iterative process. However when using SOM, the learning time is high and hence the 
computation cost is very high for constructing the dictionary. Another advantage of using 
SOM is to have different topological structures for arriving at the cluster center mimicking the 
human brain in learning. To overcome the high learning time, multiple dictionaries [D1, D2, 
D3, .... DM] are created, one for each of the M categories as proposed by Umit Lutfu et al [28]. 
This process of multiple dictionary construction can be performed in parallel and thereby the 
computation cost could be reduced. Each dictionary includes the features of all trained images 
of a particular category.  Initially, the weights associated with each neuron in the SOM are 
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randomly assigned. Hence the clustering obtained by both KMeans and SOM is mainly 
dependent on the initialization. 

The weights (w) associated with the winning and neighboring neurons during the 
iteration t+1 are updated as in (5): 

( )( )tctt wxthww −+=+1             (5) 

where ( )thc  is the neighborhood function of the winning neuron which is computed 
normally as a Gaussian function as in (6): 
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where the distance d(rc,ri) is the distance between the winning neuron (rc) and 
neighboring neuron (ri). 

3.3 Image Signature Formation 
Using the BoVW and the SIFT features extracted from each image the signature of the 

image is obtained. The signature of the image Ii (i=1…N) with dictionary of size NC is 

represented as 
R

kjiFV ,, , which is initialized to 0. 
Here  i=1…N (number of training images),  j = 1...M (number of categories), k=1…NC 

(number of clusters - Dictionary size) and R denotes the tRaining images and the signature is 
found as in (7): 
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where 
S
liF , is the lth SIFT feature associated with the ith image. The signature of the images 

will be represented as in Fig. 4. 
 

 
Fig. 4. Formation of Image Signature 

 
In case of single dictionary, j is set to 1. The signature for each image is obtained by 

computing the frequency of occurrence of the SIFT features matching (minimum distance) 
with the appropriate Visual Word (VW).  

The process of finding the image signature using SIFT features, clustering them into 
dictionary of visual words and distributing the SIFT features into various Visual Word Bins is 
a time consuming process and hence our proposed work is motivated. 

In the proposed work, the image signature using KRB features are obtained by distributing 
the gradient orientation (θ ) into K bins, radii (r) into R bins and object orientation (β ) into B 
bins and combining them. The size of the image signature varies depending on the contents of 
the image. Experiments were conducted with varying bin sizes of each type (K, R and B) from 
1 to 20 and it is optimized empirically with 27 (K=10, R=8 and B=9) and hence the storage 
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requirement is very less compared with the dictionary based work. 

3.3 Model Creation and Classification 
The proposed work attempted to classify the images with multiple objects using multi label 

classification. So M separate binary SVM classifiers are used for each category of images. 
Initially the feature vectors and the label pair (FVR, L) are used for classifier model 
construction using multiple binary SVM classifiers as given by Yi Liu et al [29]. When 
multiple dictionaries are employed, the images belonging to that category is given a positive 
label whereas all the other images are labeled as negative samples. 

During the process of classification, the output of the multiple classifiers is subjected to the 
frequency based voting and decision is taken based on the majority voting. All these processes 
discussed for SIFT features are of high computation cost theoretically. But the KRB features 
describe the image by its signature with lesser number of bits and less computation cost. 

The dictionary based knowledge building and the proposal of our overall work and are 
shown in the algorithms in Fig. 5 and Fig. 6 respectively. 

 

 
 

Fig. 5. Dictionary based Model Building Algorithm 
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Fig. 6. Proposed work based Model Building Algorithm 

 
Once the model is built, the images are classified as shown in Fig. 7. 

 
Fig. 7. Algorithm for Image Classification 
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3. Results and Discussion 
The experiments were conducted using PASCAL VOC 2007 dataset which consists of 9963 
images divided into 5011 training images and 4952 testing images. These images are grouped 
under 20 categories such as aeroplane, bicycle, bird, boat, bottle, bus, car, cat, chair, cow, 
diningtable, dog, horse, motorbike, person, pottedplant, sheep, sofa, train, tvmonitor.  The 
experiments were conducted in the computing environment of Intel Xeon E5-2609 (Hexa Core) 
v3 1.9 GHz Processor and 48GB RAM. In the feature extraction phase, the Bag of Visual 
Words are formed from single and multiple dictionaries resulting from the SIFT features. Also 
the distribution of shape information with gradient (K), Radius (R) and Angle beta (B) are 
made use of for the construction of shape features.  

The Fig. 8 shows the resulting accuracy of the proposed method and the existing methods. 
Visual Dictionary was constructed with Bag of Visual words. Experiments were conducted 
with single dictionary and multiple dictionary (for each category). The performance of the 
single dictionary is marginally better compared with the case of multiple dictionaries. The 
advantages of multiple dictionary is that the code book creation could be done in offline in 
parallel minimizing dictionary creation time. However, in both single and multiple dictionary 
creation, the computation cost is very high in the order of hours, but when the KRB based 
method is deployed the resulting accuracy is marginally less at the same time, the 
computational cost is very negligible.  The average precision and recall for the KRB based 
method and dictionary based methods are (0.92, 0.64) and (0.99,0.69) respectively. It is 
observed the proposed method shows better performance considering both the computation 
time and the resulting accuracy. 
 

 
Fig. 8. Accuracy for the methods: KRB, Single Dictionary and Multiple Dictionary 
 

Fig. 9 shows both the numerical and graphical view of the time taken for the feature 
extraction, training. The testing time is insignificantly less. 
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Fig. 9. Training Time for the proposed methods and other existing methods 

 
Since multiple binary classifiers are used, voting based decision is proposed in case of the 

multi label classification. The accuracy shown in the previous figure is for voting threshold of 
0.5. For perfect match by all the classifiers, the threshold is to be at 1.0. However majority 
voting is considered in the proposed work. Fig. 10 shows the accuracy when the voting 
threshold of multi label classifier is varied from 0.5 to 1.0. We can observe the decline in the 
accuracy for increasing threshold. 

 

 
 

Fig. 10. Accuracy for increasing voting threshold in the classifiers 
 

Also the size of the dictionary has an impact on the classification. Fig. 11 shows the 
accuracy for the varying dictionary size. It is observed that the increase in code book size 
results good accuracy. But in the literature [28] Umit Lutfu et al selected the code book size as 
five times of square root of the number of features, which leads to large sized dictionary 
resulting in high storage capacity requirements and computation time. However the proposed 
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work has made use of the optimal code book size of 50, 100 and 200 empirically selected 
achieving the comparable good results (accuracy nearer to 100).  However, the code book size 
varies depending the contents of the images under consideration. 

 

 
Fig. 11. Accuracy for varying dictionary size 

 
All of the above discussions shows that the proposed work with KRB features performs well 

equally well similar to the multiple code book based features. The image representation using 
these KRB features are suitable not only for Natural Image Classification and retrieval but also 
more suitable for Scene Classification, Image Compression, real applications like Image based 
search, Unknown Object Detection in Video Surveillance, Satellite Imaging based Landscape 
Classification, Medical Image diagnosis such as Brain Tumor Detection, Lung Cancer 
Detection etc. 

5. Conclusion 
Multi label classification was done using multiple SVM classifiers which are trained with the 
BoW features and KRB features. When using the BoW features models, the image signature 
construction needs heavy computations due to the clustering of large number of SIFT features. 
In the proposed work, KRB features were used and found that the results are comparable with 
BoW model. The novelty of the work is in the huge reduction (hours to seconds) of the 
computational cost using the proposed KRB features. The experiments where conducted on 
the PASCAL VOC 2007 dataset. The KRB features are shape oriented, so the technique works 
well for classifying objects of different shapes. But since KRB features are histogram of 
various shape oriented features, they cannot handle the spatial information more accurately 
similar to BoW features. In the future, this work can be improved by segregating the salient 
object of interest and then classifying them. 
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